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Abstract: One of the challenges of an intelligent tutoring system (ITS) is adapting the difficulty level of the 

questions posed to the student to suit the student’s academic level. Our study examines the task of adjusting 

the system’s level of challenges to the level of the learner and addresses the questions of how best to do so 

and whether there is any benefit from such adjustment. To answer these questions, we developed reading 

comprehension courseware that includes three adaptive algorithms for adjusting the level of the questions 

presented to the students: the random selection algorithm, the Q-learning based algorithm, and the 

Bayesian inference algorithm. We conduct a real-world experiment in which real high school students used 

the courseware to improve their reading comprehension skills. In order to compare and evaluate the 

performance of the algorithms, the courseware used by each student utilized one of the three adaptive 

algorithm alternatives. Our results demonstrate that when considering all of the students, there was 

significant improvement (learning gain) using each of the methods. 
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1. Introduction 

Intelligent tutoring systems (ITSs) are based on artificial intelligence methods that aim to teach a student 

specific subjects or improve particular skills [1]. An ITS must be adaptive with respect to the student's 

capabilities which dynamically change over the tutoring period. To accomplish this, an ITS should have 

knowledge about the student's capabilities (referred to as the student model) and a set of pedagogical rules. 

Ma, Adesope and Nesbit [2] define the main functions of an ITS as follows: (1) performs a tutoring function 

for each student, (2) learns the student model based on the student’s responses, and (3) applies the learned 

student model in order to adapt the tutoring function accordingly. ITSs have been found to improve 

students’ skills in various domains [3]-[5].  

Teachers often face a dilemma in knowing how best to engage students and foster their academic 

achievement without discouraging them by presenting challenges that students perceive as too difficult [1], 

[3]. The same dilemma exists when designing a courseware capable of adapting itself to the student's level.  

The research question addressed in our study concerns how to adjust the level of challenges and practices 

of the system to the level of the learner and whether there is any benefit from such adjustment. 

Consequently, in this research we aim to develop courseware that presents questions which are suited to 

the student’s academic level, encouraging the student to advance academically and enabling the student to 
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realize his/her potential without causing frustration or discouragement. Previous studies [4]-[8] have 

considered this problem and suggested several methods of dealing with it.  

In this study, we concentrated on developing courseware aimed at improving the reading comprehension 

skills of high school students. Our courseware utilizes three adaptation methods, each of which uses a 

different algorithm to choose the questions to present to the student: the random selection algorithm, the 

Q-learning based algorithm, and the Bayesian inference algorithm. In order to evaluate this courseware and 

the adaptation methods employed, we conducted an experiment in which real students utilized our reading 

comprehension courseware on the Web. Each student manually answered an initial reading comprehension 

questionnaire. Then he/she was randomly assigned to one of the three adaptation algorithms and worked 

on the courseware that was adapted to his/her level using the assigned algorithm, and he/she had to 

answer at least 50 reading comprehension questions on about 10 essays. Finally, when finishing the 

courseware, the student received a final manual reading comprehension questionnaire. Given the grades of 

the manual test, the learning gain of each student was evaluated by the difference between the student's 

grade in the final written questionnaire and his/her grade in the initial written questionnaire.  

The results of this experiment show that all of the examined methods yield significant learning gains. The 

Bayesian inference algorithm outperformed the random method and the Q-learning algorithm in terms of 

the learning gains, although no significant differences were revealed. We did, however, observe a difference 

for the weaker students (with grades lower than 60 out of 100 on the initial test) – weaker students using 

the Bayesian Inference algorithm obtained significantly higher scores than those using the Q-learning 

algorithm, while none of the weaker students using the random mode complete his process at all. 

The rest of the paper is organized as follows. Section 2 describes related work. The basic student model is 

presented in Section 3, and Section 4 describes the question adaptation methods compared in this study. 

Section 5 describes our experimental study, Section 6 describes the experimental results, and in Section 7 

we discuss our conclusions and provide some directions for future work. 

2. Related Work 

The idea of creating intelligent systems adapted to students’ different levels and needs has fascinated 

researchers from the early days of AI [9] to the present. The motivation behind these systems is clear. Not 

all pupils are capable of receiving the support they need in conventional classroom settings. Customized 

teaching software can help stronger students learn faster, while providing weaker learners assistance in 

overcoming their difficulties and allowing them to progress at their own pace. Woolf [11] presents the 

principles of how to build ITSs and evaluate the AI technologies used in these systems. Woolf emphasizes 

that machine learning techniques can help intelligent tutors acquire new knowledge about students, 

identify their skills, and use new teaching approaches. She describes practical and theoretical issues 

addressed by machine learning techniques, including increased tutor flexibility, reduced tutor costs, and 

adaptation to new student populations. In our study, we developed an ITS to improve the reading 

comprehension skills of high school students, and we used machine learning techniques to adapt the 

difficulty of the questions to the current abilities of each student. 

When considering computational education systems, it is important to determine whether the integration 

of machine learning and advanced data-driven methods actually improves the system's ability to help the 

students. Koedinger et al. [11] suggest using the vast amount of data produced by the educational systems 

in order to advance the technologies of these systems. They believe that data-driven methods can 

contribute to the development of new ITSs.  On the other hand, Baker [12] notes that most of the 

successful new intelligent systems currently in use do not include intelligent strategies or machine learning 

methods. He concludes that good intelligent tutors don’t have to behave very intelligently, but they should 
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be designed intelligently,  

Arroyo et al. [13] describe an intelligent adaptive tutor named Wayang Outpost (now called MathSpring) 

that models and supports cognitive, affective, and metacognitive (CAM) factors. A variety of features in 

Wayang Outpost were designed to help improve students’ affective experience as they learn with the tutor. 

For example, affective learning companions trained attributes for success/failure and emphasized the 

malleability of intelligence and the importance of effort/perseverance. D'Mello and Grasser [14] present 

AutoTutor, which is an ITS that helps students compose explanations for difficult concepts in Newtonian 

physics, computer literacy, and critical thinking by interacting with them in natural language with adaptive 

dialogue which is similar to that of human tutors. Blanchard [15] notes that the learners' cultural 

background can affect their emotional behavior, motivation, collaboration attitudes, and the way in which 

the students should be rewarded. He presents a generic modular architecture for designing culturally 

adaptive e-learning systems and describes a rule based process for selecting culturally appropriate 

pedagogical resources. 

Koedinger et al. [16] provide an overview of recent developments in the ITS area. They concentrate on 

the Cognitive Tutor [17], [18], an algebraic ITS produced by Carnegie Learning for high school mathematics 

which was used two days a week by around 600,000 students a year in 2,600 middle or high schools. Ritter 

et al. [17] conducted a year-long evaluation study showing that students who used Cognitive Tutor achieved 

higher gain of learning w.r.t. those taking traditional algebra courses. 

Koedinger and Aleven [18] provide a brief review of cognitive tutorials and compare different types of 

tutorials. They consider the "assistance dilemma," which refers to the issue of what information should be 

provided to students so they can optimally learn. In order to address this issue as it pertains to the 

Cognitive Tutor, additional information about the problem solution is initially withheld, and information is 

interactively added only as needed, through yes/no feedback, explanatory hints, and dynamic problem 

selection. However, Koedinger and Aleven claim that additional research is required to characterize the 

qualitative conditions and quantitative threshold parameters that can aid instructional designers and 

instructors in making good decisions regarding the assistance dilemma.  

Van der Kleij et al. [19] evaluate the effect of feedback provided by the ITS following each student 

response. Their meta-analysis includes 40 studies, published between 1968 and 2012, and compares the 

influence of various types of feedback on each experiment’s effect size. They found that more elaborate 

feedback led to greater improvement in learning outcomes than simple feedback. Larger effect sizes were 

found for mathematics compared to social sciences, science, and languages, and effect sizes were negatively 

affected by delayed feedback timing and the type of school, i.e., primary or high school. In our experiment, 

the feedback included presenting the correct answers and highlighting their location in the text, both of 

which were aimed at helping the student better understand how the correct answer could be inferred. 

Several studies have been performed to evaluate the benefits of using personalized and adaptive 

computerized learning systems [2], [12]. Kulik and Fletcher [20] provide a meta-analysis review, 

considering 50 controlled evaluations of intelligent computer tutoring systems, and their findings showed 

that students who received intelligent tutoring outperformed students studying in conventional classes in 

46 (or 92%) of the controlled evaluations, with statistically significant findings in 39 (or 78%) of the studies. 

Their evaluations reveal that ITSs typically increase the students' performance well beyond the level of 

conventional classes and even beyond the level achieved by students who receive instruction from other 

forms of computer tutoring or human tutors.  

The research question addressed in our study concerns how to adjust the level of challenges and 

practices of the system to the level of the learner and whether there is any benefit from such adjustment. 

Lomas et al. [21] examine the effect of the difficulty level of the challenges presented to players during a 
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math game on the players' motivation and their learning process. To test the Inverted U Hypothesis, which 

predicts that maximum game engagement will occur with moderate challenge, they performed two 

large-scale online experiments, finding that in almost all cases the subjects were more engaged and played 

longer when the game was easier. On the other hand, they also found that the most engaging design 

conditions produced the slowest rates of learning. Their results demonstrate the importance of adaptive 

learning in maintaining the two criteria that must be met by the learning system: ensuring that the tasks are 

not too difficult, so as to provide the students a successful experience and increase their motivation, while 

making sure that the tasks are not too easy, so that actual improvement in the students' level can be 

achieved. The results obtained in our study are different than the results obtained by Moeyaert et al. [22], in 

which no significant effect was found when different exercise levels were used. Moeyaert et al. examine six 

different item selection algorithms in the learning environment. The algorithms differed in their level of 

difficulty, and the last algorithm chose items randomly. According to their study, the degree of difficulty had 

no significant effect on either the learning outcome or motivation. Note, however, that the students in the 

experiment of Moeyaert et al. were all adults who may have been less sensitive to the emotional effects of 

failure during the study.  

Murray and Perez [23] examine completion rates and exercise scores for students assigned adaptive 

exercises and compare them to completion rates and quiz scores for students assigned objective type 

quizzes in a university digital literacy course. In their study, no significant difference in the test scores of 

students using adaptive learning and students learning in a setting of traditional instruction was seen. 

Similar to the work of [22] and [23] described above, in our study no significant difference in learning gain 

was seen among students using adaptive algorithms and those using a random algorithm. However, further 

analysis of the results of our study, showed that the ability to adapt the questions to the student's reading 

comprehension level was important, and even critical, for those that were initially considered weaker 

learners, as described in Section 6. 

Pavlik           [24] study the effect of efficient practice scheduling on the learners' results. They present a 

practice scheduling algorithm based on ACT-R (Adaptive Control of Thought – Rational). ACT-R’s equations 

theoretically model the effect of practice history on both success and latency of later performance, and the 

practice scheduling algorithm uses these equations to choose the next item to learn in order to optimize 

long-term learning efficiency. They tested the scheduling algorithm in a university course in China. Their 

results show that the students preferred the adaptive ACT-R policy over the random selection policy and 

that the students using the adaptive policy had greater learning achievements.   

The abovementioned issue of whether an adaptive tutoring system improves learning results is strongly 

related to the question of how to assess the student. Pelánek [25] considers the issue of how to assess the 

student's skills during the ITS session, based on the student's performance. He compared time decay 

functions and the Elo rating system, and found that these two approaches provide good and consistent 

improvement in the student's skills. 

Further to the above studies, the question discussed in our research concerns the question of which 

adaptive method to use in order to adapt the ITS challenges and tasks to the student's abilities. 

3. The Level Selection Process 

In our study, we considered the level selection problem in a courseware where students can practice the 

courseware in order to improve their reading comprehension skills. We assume the following student 

model. Each student has a distribution reflecting his/her level at each particular time. The distribution of 

the student's level is Gaussian, with a given mean and standard deviation. At a given time, the student's 

current level can be any continuous level, derived from the student's level distribution. Note that each 
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student has his/her own Gaussian distribution for his/her level at each given time, which is unknown to our 

courseware. The courseware can only learn the students' abilities by observing their answers to previous 

questions.  

 

 
Fig. 1. The main steps of the level selection process. 

 

When working with the courseware, each student obtains a set of N questions. The simplified level 

selection process is presented in Figure 1 and is based on three steps: 1) initialization of the student model, 

2) the process of choosing the next appropriate question, 3) examining the student's answer and saving the 

information for the rest of the learning session. Note that Figure 1 also describes the CAT (Computer 

Adaptive Testing) process, since it enables the successful selection of questions for the purpose of 

maximizing the precision of the exam based on what is known about the student from previous questions. 

However, the maximization criteria when choosing the level of the next question will be different in an ITS 

than in a CAT model. In a CAT model, the aim is to maximize the knowledge about the student, while in an 

ITS, the goal is to efficiently train the student, while maintaining an adequate success rate. In addition, in a 

CAT model, the test terminates when the student's standard error of measurement falls below a certain 

value, whereas in an ITS, learners can continue to learn, until they obtain the required skills or the learning 

process has been completed. 

3.1. The Internal Utility Function 

The aim of the courseware is to present questions that the student is capable of answering correctly, but 

the questions should also be at the highest level for the student, so as to utilize and sharpen the learner's 

skills.   

In our courseware, we define the internal utility function presented below, which sums the level of the 

questions that were correctly answered by the student, where the higher the level of questions answered 

correctly, the higher the total evaluation. 
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Utility function: 

𝑈𝑡𝑖𝑙𝑖𝑡𝑦 = ∑ 𝑓1(𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑖)𝑁
𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑖=1                                   (1) 

where 

𝑓1(questioni) = {
Level(questioni) questioni was answered correctly

0     questioni was  answered incorrectly
 

 

Implemented in the courseware, the evaluation function considers the student's results for each question.  

It is worth noting that the student is unaware of the internal utility function value, which is an internal 

value used by the courseware. The measurement the users are aware of is based on their percentage of 

success, where the score for an incorrect answer is zero and a correct answer is 100; this is reduced if a hint 

was required or if it took a relatively long time for the student to answer the question. 

4. The Adaptive Algorithms Compared in Our Study 

In this section, we provide a detailed description of the Q-learning and Bayesian inference algorithms 

used for the task of adapting the level of the courseware questions. Note that the algorithms are used in 

order to determine the level of the next question given to the student: in turn, the courseware will present a 

question at that level to the student.  

4.1. Q-Learning 

The Q-learning algorithm is a reinforcement learning (RL) algorithm. RL algorithms consider situations, 

in which there is a set of states, S, and a set of actions, A, which an agent can take. At each time step, the 

reinforcement learning agent chooses an action aA from the set of actions available. The environment 

moves to a new state sS, and the reward associated with the transition is determined. The goal of the agent 

is to collect as many rewards as possible, and the main dilemma of the agent, called "the 

exploration-exploration dilemma," is whether to choose the currently best known action or to try using 

other actions in order to gather more information that might lead to greater rewards in the future.   

The Q-learning algorithm [26], [27] saves a value Q for each pair <s,a>, where s is the current state, and a 

is the particular action taken by the agent given the current state. Given the Q values with a probability of , 

the algorithm explores and randomly chooses an action, and with a probability of 1-, the algorithm exploits 

and chooses the action with the highest Q value. In our framework, a denotes the question level. After the 

action is taken (i.e., the question has been asked), it is checked whether the question was answered 

correctly. Then, the courseware internal utility function is calculated given the level of the question and 

whether it was answered correctly). Then, the Q value of action a is updated using formula (2). 
 

x 𝑄(𝑎) ← 𝑄(𝑎) + 𝛼(𝑟 + 𝛾 ⋅ 𝑚𝑎𝑥𝑎′ 𝑄 (𝑎′) − 𝑄(𝑎) )                        (2) 
 

where  defines the learning rate, i.e., the speed of convergence of the Q values; =0 results in the agent not 

learning anything, while =1 results in the agent considering only the most recent information. Finally, r is 

the reward value, and  defines the discount factor, which determines the importance of future rewards, 

where =0 will cause the agent to consider just the current rewards. 

In the courseware used in our study, only one state exists, and the actions are the possible question levels. 

Each question level is associated with a certain Q value. Once the student provides an answer, the relevant Q 

value is updated according to the reward, which indicates the success or failure in answering the question. 

Fig. 2 presents the Q-learning algorithm process. 
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Fig. 2. The Q-learning algorithm process. 

 

4.2. Bayesian Inference Algorithm 

A number of assumptions are made when using the Bayesian inference method [12] algorithm [12]: 1) 

We assume that at each particular time, the actual level of the student depends on different factors; 2) The 

student's level has a normal distribution with a mean and a variance, and the ability of the student to 

successfully answer a particular question depends on his/her actual level at that particular time. 3) Each 

student is defined by a mean and variance for his/her level distribution. 4) Both the student's level and the 

standard deviation of the student’s level can be integers between zero and five.  

Given a particular student, the algorithm associates a constant probability with each set of parameters ( 

and ) representing the student's level distribution. In each step, the algorithm considers all possible 

combinations of parameters for the student, and for each candidate question's level, the algorithm 

calculates the expected internal utility function value of the student receiving a question at this level, given 

all possible distributions of students. Then, the algorithm chooses the level with the highest expected utility, 

using formula (3) below. 

 

ChosenLevel=argmax level=1..5  , prob(,)*                               (3) 

                 (pwins(level | ,)*util (level)+(1-pwins(level | ,))*UtilFailure) 

 

where pwins(level | ,) is the probability of a question n from level level to be chosen, util (level) is the 

utility of a successful answer to a question from this level, and UtilFailure is the negative utility (penalty) 

from failure to answer a question from this level. Once a question has been chosen, and the student's 

response has been observed, the probability of each distribution of the student is updated using the 

Bayesian rule. Further details on the Bayesian iInference algorithm are provided in [28]. The Bayesian 

inference process is described in Fig. 3. 
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Fig. 3. The Bayesian inference algorithm process. 

 

Next, in Section 5, we describe the results of our experimental study, using the adaptation algorithm 

described above.  

5. Experimental Setup 

In order to examine the efficacy of the proposed courseware and the three adaptation methods it 

employed, a real-world study was conducted, in which a group of high school students used our courseware 

in order to improve their reading comprehension skills.  Using this courseware, we compared the Bayesian 

inference algorithm, the Q-learning algorithm, and a random method in which the questions for each essay 

were arbitrarily chosen without any adaptation to the student's level. In this section, we describe the 

courseware used by the students and its life cycle and provide a detailed description of the study and the 

results of the experiment. 

The courseware used in this study is comprised of three modules: a domain module, a pedagogical 

module, and a student module.   

The domain module contains a bank of 18 essays and 277 multiple choice questions concerning the 

essays. Each question consists of the question itself, four possible answers, the correct answer, the difficulty 

level of the question (graded on a scale from one to five), a hint (providing some direction regarding where 

and how to find the answer to the question), and the location of the answer in the essay. The difficulty level 

of each question was determined by a panel of experts using a set of criteria based on a taxonomy 

customized for the reading comprehension domain. The detailed decision criteria used for the questions' 

difficulty classification are described in [29]. 

The pedagogical module determined the algorithm used to choose the courseware questions. Upon 

logging into the system, each student was assigned to one of the three adaptation methods described above. 

The student module maintained the data about the student, saving the current level of the student. The way 
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this level was saved depended on the algorithm used in the pedagogical module.  

After the initial algorithm assignment stage, done in the pedagogical module. the courseware was 

implemented using the following five-step process: 

1) Essay selection – An essay was chosen from the bank stored in the domain module. 

2) Question selection – A question was selected according to the student’s current level and the 

adaptive algorithm he/she is assigned to. 

3) Response to the student's answer – Upon receiving the student’s answer, the system recorded the 

response time and correctness of the answer, as well as whether the student requested a hint. An 

incorrect answer resulted in a score of zero. A correct answer without a delay or hint resulted in a 

score of 100 for the question. If a hint was given, the grade was reduced by 20%. In addition, if the 

answer was provided after more than five minutes, the grade was reduced by 20%.  

4) Level adjustment – After completing each set of five questions, the student’s level was adjusted in 

accordance with the relevant algorithm.  

5) If the required total number of questions was reached, the process terminated. If five questions were 

already provided to the student for the essay, the process continued with step one, and a new essay 

was presented to the student; if not, the process continued with step two, and the student was 

presented with another question for the essay.  

The subjects’ (namely a group of high school students) participation in the experiment took place in the 

three stages described below.  

Stage I: In the initial stage, the student received a reading comprehension questionnaire that included an 

essay and questions pertaining to the text. This was done in order to establish a reference point for each 

student’s level. The test was manually checked by a reading comprehension teacher, and these test results 

did not influence the courseware.  

Stage II: The student practiced using the courseware (with one of the three adaptation algorithms) in 

his/her spare time during 2-3 weeks. The student was not aware of the adaptation method utilized by the 

courseware.  

Stage III: In the final stage, each student received a new essay (not seen in the previous stages) and 

questions about it and had to answer the questions within a set period of time, thereby determining the 

student’s post-training level.  

The students participating in the experiment received a payment of 100 NIS (28$) for meeting the 

requirements and fully participating in the experiment (completing the initial questionnaire, using the ITS 

courseware for to answer at least 50 questions, and completing the final questionnaire). The length of the 

learning session varied for different students, ranging from 2-3 days to 2-3 weeks. After completing the task 

with the courseware learning session, i.e., answering at least 50 questions, the learners received the final 

questionnaire and answered it. Students could complete the post-test any time, from one day to two weeks 

after finishing the courseware part of the experiment.  

Given the students’ scores, in order to examine the success of each student and the the degree of 

improvement attained during training, we calculated the students’ learning gain as the average difference 

between the students’ grades on the questionnaire taken of Stage I and those obtained in Stage III for each 

type of algorithm (the random method, Q-learning algorithm, and Bayesian inference method).  

6. Experimental Results 

During the experiment, a total of 151 students completed the initial questionnaire and started the 

reading comprehension courseware. Each student who performed the initial questionnaire was assigned 

(without his/her knowledge) to one of three algorithms, which determined how the courseware operated 
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for that student. A third of the students were assigned to the randomized algorithm, a third to a Q-learning 

algorithm for selecting the levels of questions, and a third to a Bayesian inference based algorithm. 

In Table 1, we present a summary of the starting point of the total set of students who used the 

courseware, and the starting point of those students who fulfilled all of the experiment’s requirements 

(completed the initial questionnaire, answered at least 50 questions presented by the courseware, and 

completed the final questionnaire). As depicted in Table 2, the initial scores of the students using the three 

different methods were very similar, however less than 50% of the students actually proceeded to stage II 

where they worked on the courseware and answered 50 questions). We believe that the reasons for this 

were that performing the experiment was time consuming and students were able to stop using it at any 

time. Furthermore, the payment the students received was not enough of an incentive given the amount of 

time and effort they were required to invest, namely: 90 minutes*2 for completing the initial and final 

questionnaires, 10*20 minutes + 50*5 minutes to answer 50 questions from 10 essays. Consequently, the 

students were required to invest over nine hours of their time to perform all of the requirements, and only 

received payment equivalent to $3 per hour for their efforts. Nevertheless, when considering the students 

using the random selection algorithm, all the weak students (students with low grade in the initial 

questionnaire) did not fulfilled their requirements, and only relatively stronger students were more likely to 

be able to successfully complete their tasks (answer the questions presented by the courseware). As a result, 

we can observe in Table 1, when considering the students that fulfilled their requirements, the initial 

average score of the students assigned to the random algorithm was the highest.  

A possible explanation for this can be the fact that when using the random method, the questions 

assigned to the students could have been variously too hard or too easy for the student. Consequently, while 

this caused the motivation of the weaker students decreases. 

 
Table 1. Summary of the Experiment  

 Random Q-learning Bayesian Inference 

Total number of students  55 49 50 

 

Number of students who fulfilled 

all of the requirements 

20 

  

18 

  

22 

  

Average score on the initial 

questionaire for all students 

72.2 71.8 70.6 

Average score on the initial 

questionnaire for students who 

fulfilled all of the requirements  

78.5 69.7 69.5 

 

 
The satisfaction of the students was reflected by their verbal comments at the end of the study. Most of 

the students did not leave any verbal comments at all. One student assigned the random algorithm wrote, 

"It was hard and annoying, and the answers were confusing." Students using the Q-learning algorithm wrote, 

"There are too many questions," "This stage is too long," "You should improve the design," and "reasonably 

precise " and students using the Bayesian inference algorithm wrote, "The questions are somewhat fair," 

"Improves reading comprehension ability," "The articles are interesting; the aesthetic aspect can be 

improved," and "The system is very convenient for learning!"  Based on the feedback we received, it 

appears that the students who were assigned the Bayesian inference algorithm enjoyed a good learning 

experience which strengthened their results.  

Next, we compared the learning gain (the difference in the scores on the written questionnaires before 

and after using the courseware) for the students who answered at least 50 questions. Note that the reason 
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the data of the students who answered less than 50 questions were excluded is the fact that the data 

obtained from those students would not adequately reflect the progress and improvement obtained during 

training. 

Our results indicate that the students assigned to the random algorithm demonstrated the least amount 

of improvement in their reading comprehension in comparison to the other groups. The students assigned 

the Q-learning algorithm demonstrated greater improvement, and those assigned the Bayesian inference 

algorithm demonstrated the greatest degree of improvement in their reading comprehension grades, and 

the greatest increase in the final mean score, as indicated in Table 2.  

Using the courseware using in any adaptation algorithm, significantly increased the mean scores obtained 

across all methods. When comparing the improvement of the students assigned to the three adaptation 

methods described, the learning gain of those assigned to the random method was not significant (t=1.47, 

p=0.157), and the improvement of the students assigned to both the Q-learning method and the Bayesian 

inference method was significant. For the Q-learning method, t=3.43 and p=0.003, and for the Bayesian 

inference method, t=2.43 and p=0.24. However, despite of the fact that the learning gains were significant, 

the difference of the learning gains of the different algorithms was, indeed, not significant. : running ANOVA 

on the learning gain of the three groups resulted in an F score of 1.21 and p=0.306.  

However, when looking only at the weaker students (those who received a score lower than 60 on the 

initial questionnaire), only nine of the 26 students completed both the initial and final questionnaires and 

answered 50 questions or more, and none of them were associated with the random algorithm. The 

learning gain of those using the Bayesian inference algorithm was significantly greater than the learning 

gain of those using the Q learning algorithm (t=3.2, p=0.015). This demonstrates that the courseware 

adaptation, and more accurate adaptation, are more important for weaker students than it is for the other 

students.  

 
Table 2. Details on the Students Who Fulfilled All the Requirements 

 Random Q-learning Bayesian inference 

Number of students who 

fulfilled all of the requirements 

20 

 

18 

 

22 

 

Average score on the initial 

questionaire 

78.5 69.7 69.45 

Average score on the final 

questionaire 

82.5 79.2 

 

81.54 

Average learning gain (score 

on the final questionaire  

minus the score on the initial 

questionaire) 

4 

  

9.4 

  

12.1 

  

Standard deviation of 

learning gain  

12.15 11.68 22.1 

 
To summarize, we can conclude that the use of computerized courseware improves the reading 

comprehension skills of the students. In addition, in our experiments we found that the adaptation method 

employed was more important for students whose initial academic ability was weaker and that these 

students had a significantly greater learning gain when using the Bayesian inference algorithm. 

7. Conclusions 

At the core of the pedagogical model of the ITS is choosing the difficulty level of challenges presented to 

the student. The research question addressed in our study concerns how to adjust the level of challenges 
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and practices of the system to the level of the learner and whether there is any benefit from such 

adjustment. In order to answer this question, we developed courseware aimed at improving the reading 

comprehension skills of high school students. Our courseware utilizes three adaptation algorithms to 

choose the questions to present to the student: the random selection method, the Q-learning based method, 

and the Bayesian inference algorithm. We conducted a real-world experiment in which high school students 

were trained using the reading comprehension courseware we developed. The courseware utilizes three 

different adaptation methods: the random selection method, the Q-learning based method and the Bayesian 

inference method. Our results demonstrate that when considering all the students, there was significant 

improvement (learning gain) using each of the methods. While the students using the Bayesian inference 

method had the greatest learning gain, the difference in the improvement using the different methods was 

not found to be significant. However, students with low grades on the initial questionnaire (a grade lower 

than 60) showed a significantly greater learning gain when using the Bayesian inference method than when 

using the Q-learning method. These results confirm that a courseware that adapts the questions’ difficulty 

level to the user’s capabilities can improve a student’s skills and show that adjusting the questions’ 

difficulty level to the student's level is more crucial for students starting at a lower academic level.  

Future research is needed to compare different adaptation methods on larger groups of students and for 

longer periods of time, in order to strengthen the conclusions reached. Additional experiments are also 

needed in order to evaluate other capabilities of ITSs, including teaching of new topics, were the ITS should 

decide when to move to the next topic. In addition, in future work we intend to exploit the abilities of the 

adaptation algorithms described in this study to train and improve various learning skills of children with 

special needs.  
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