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Abstract—The paper reports a method for flexible alignment of protein structure. The method in the first phase applies a text modeling technique to obtain an initial superposition of secondary structure elements of two proteins. Then, in the second phase, a step-by-step algorithm is utilized to create flexible alignment between two structures. The method was assessed using a dataset of proteins with macromolecular motions and the results compared with those of the existing flexible alignment methods e.g. FlexProt, FATCAT, and FlexSnap. The results demonstrate that the method have a competitive accuracy in comparison with the other similar methods.

Index Terms—Protein structure alignment, flexible alignment, structure comparison.

I. INTRODUCTION

Structural similarity analysis of proteins has been a major classical challenge in structural biology for more than two past decades. It has wide applications in classification, functional annotation and evolutionary relationships analysis. Many studies have been done during past decades to compare and align protein structures as rigid objects. However, biologists believe that proteins have a flexible structure and go through conformational changes in order to do their normal functions [1], [2]. Therefore, in order to have a significant structural comparison, it is necessary to consider flexibility for the molecules having undergone conformational change.

The majority of existing methods for protein structure comparison supposes these biomolecules as rigid body [3]-[8], and the problem of flexible protein structure comparison has not been received enough attention. The problem is formulated as to find the optimal structural alignment between two proteins with the least number of rearrangement or twist in one of the structures [9]. Several algorithms have been developed to solve the problem. FATCAT [9] as a known flexible alignment method works based on clustering, where it firstly produces aligned fragment pairs (AFPs), and then, allows flexibility while making a chain of AFPs using dynamic programming. FlexProt [10] is another scheme that looks for the longest chain of AFPs having different number of hinges. HingeProt [11] firstly divides one of the proteins into rigid parts using an approach based on Gaussian-Network-Model, and then, applies MultiProt [12] to align each part with the second protein. RAPIDO [13] uses a flexible aligner that is coupled to a genetic algorithm for the identification of structurally conserved regions. It is capable of aligning protein structures in the presence of large conformational changes. Structurally conserved regions are reliably detected by RAPIDO even if they are discontinuous in sequence but continuous in space and can be used for superpositions revealing subtle differences. Moreover, FlexSnap [14] is a greedy chaining algorithm for flexible sequential and non-sequential alignment of protein structure. The main idea used in the FlexSnap algorithm is to assemble short well-aligned AFPs. FlexSnap has shown a competitive effectiveness in the assessments in comparison with the other state of the art flexible alignment methods by considering non-sequential alignment of the structures.

In the recent years, a number of methods have been developed based on linear encoding of protein structure [15]-[18]. The methods generally encode protein structure into linear sequences, and then, apply sequence alignment techniques to align two structures. The main idea in development of these methods is to speed up the homology search within a database of protein structures. However, the methods obtain lower accuracy than state of the art geometry based methods. We have developed recently a topology string based method [18] which uses both linear encoding and geometry based schemes to align two protein structures. Thus, the method obtains high running speed as well as linear encoding based methods, while it has a competitive accuracy with geometry based algorithms. Based on the fruitful results of the method, now we extend the scheme for flexible alignment of protein structure.

II. METHODS

The proposed method in this paper works in two main phases. In the first phase, the method superposes secondary structure elements of two structures to achieve an initial overlap between two structures. Moreover, in the second phase, the method uses a step-by-step algorithm to align two structures considering flexibility of the AFPs. The following is the detailed description of the method.

A. Secondary Structure Superposition

Secondary structure of a protein is known as the backbone of a protein and is made of highly regular substructures called α-helix and β-strand. To achieve an initial overlap between two structures, the method encodes geometry of secondary
structure elements (SSEs) of a protein in a topology string
called SSEs sequence according to the scheme introduced by
the authors in [18]. To this end, each element is assumed as a
vector \( r_{SSE} = r_x, r_y, r_z \) where

\[
\begin{align*}
    r_x &= (0.74r_1 + r_{x+1} + 0.74r_2 + 0.74r_3 + 3) / 3.48, \\
    r_y &= (0.74r_1 + r_{y+1} + 0.74r_2) / 3.48
\end{align*}
\]  

(1)

for helices and

\[
\begin{align*}
    r_b &= (r_1 + r_{i+1}) / 2, \\
    r_c &= (r_{i+1} + r_j) / 2
\end{align*}
\]  

(2)

for strands [8] (indices \( i \) and \( j \) denote the first and last residues in each element). Based on the sign of the \( x \), \( y \), and \( z \) components, each vector is encoded to a letter as shown in Table I. Moreover, for each pair of consecutive SSE vectors, an inter-SSE vector is defined using end and start points of two SSEs. This vector determines relative position of an element with respect to its previous vector. Fig. 1 shows a typical example for SSEs representation as a set of vectors and their encoding in a topology string.

In order to find a correspondence between two structures, it is necessary to rotate a structure around the other or use a coordinate independent representation of two structures. The method applies a string permutation scheme according to the technique introduced in [18]. The scheme generates 24 permuted strings from topology string of each protein by rotating the structure 90 degree around the \( x \), \( y \), and \( z \) axes. For each rotation around axes, the letters in the topology string are permuted according to Table II.

The above 24 permuted strings are considered as estimation of different possible orientation of a query structure that can be matched with the reference proteins within a database of protein structure. To find a match between query structure and each reference protein structure, the method applies cross entropy measure over n-gram modeling technique derived from computational linguistics as a superior technique to any formal language modeling approaches [19]. The technique firstly makes n-gram model by counting the words of one sequence in the training phase, and then, measures predictability of the second sequence in the recall phase via formula:

\[
H(X, P_M) = - \sum_{w_i} P(w_i) \log(2 + P_M(w_{i+n}\mid w_i^i))
\]

\[
= -\frac{1}{N} \sum_{w_i} \text{Count}(w_i) \log(2 + P_M(w_{i+n}\mid w_i^i))
\]  

(3)

where the variable \( X \) is in the n-gram form \( w_i = \{w_i, w_{i+1}, \ldots, w_{i+n}\} \). The summation runs over all the possible n-gram words \( w_i^i \), and \( N \) is the number of n-grams. The term \( P(w_i) \) is computed by the word count within the first sequence via \( \text{Count}(w_i) \). Moreover, the conditional probability in the summation makes relation between the \( n \)-th element of an n-gram and the preceding \( n-1 \) elements, which can be computed by counting the words of the second sequence and having the model estimated:

\[
P(w_{i+n}\mid w_i^i) = \frac{\text{Count}(w_{i+n})}{\text{Count}(w_i^i)}
\]  

(4)

The above cross entropy formula is used to measure similarity of each 24 different topology strings of the query structure with the topology string of each reference protein via the formula:

\[
D(S_r, S_i) = |H(X_r, P_M) - PS|
\]  

(5)

where \( PS \) is the perfect score using the first sequence as reference and model sequences. \( S_r \) and \( S_i \) also denote the reference topology string and \( i \)-th string of query structure respectively. The lower value of \( D(S_r, S_i) \) indicates higher similarity of the compared sequences.

Having the most similar permuted topology string of a query structure to that of a reference protein, now, a procedure matches identical n-gram words of the two strings. The procedure applies an iterative task for decreasing size of n-grams from \( m \) (chosen empirically 6) down to basic size of n-grams (chosen at 3). After that, the procedure makes another effort to match letters belong to the SSEs with semi-adjacent vectors, where they have only one component with different sign. As the result, the procedure creates the map of correspondence between SSEs of two compared proteins.

**B. Flexible Structure Alignment**

Having the map of correspondence between SSEs of two structures, in the second phase, the method aligns two proteins at the residue level. A step-by-step procedure is used by the method to find the optimal flexible alignment by assembling AFPs and introducing hinges. The main goal in this procedure is to find a maximal size of alignment and minimal number of flexible regions between two structures. The procedure firstly proceeds to align two structures as rigid body in the steps 1-3, and then, tries to find flexible regions between two structures to introduce hinges. Moreover, it uses the rotation matrix of Kabsch method [20] to obtain optimal correspondence between aligned pairs of residues.

1) For each matched SSE pair, choose start and end residues as temporarily aligned residues. Compute and apply the Kabsch rotation matrix to achieve an initial correspondence between two structures.

2) Clear the list. For each matched SSE pair, choose \( n \) neighboring residues (\( n \) is chosen 3 for strands and 4 for helices [61]) having minimum distance within each matched SSE pair. Extend the alignment for residues
with a distance less than a certain threshold \( t \).
3) Make Kabsch rotation matrix based on the alignment list and apply to whole structure of the first protein.
4) Extend the alignment for unaligned residues between the aligned pairs by finding contact pairs [6] having the maximum distance \( t \). Mark the aligned parts as AFP.
5) Apply a dynamic programming algorithm to find the optimal chaining of AFPs obtained in step 4: Add AFP \( k+1 \) to \( k \) previous chained AFPs by scoring long AFPs and penalizing large RMSDs and gaps between two connected AFPs. Introduce a twist to add an AFP \( k+1 \) to the chain if it is not compatible [9] with AFP \( k 

After the above alignment task, the alignment result is processed by a refinement procedure. The procedure introduces more twists into the chain if the overall RMSD is less than a defined threshold. Moreover, twists that increase the overall RMSD more than a threshold are removed.

### III. RESULTS

The above algorithm has been implemented in C++ and run on a 2.40 GHz Intel Core i3 with 4 GB of main memory running Microsoft Windows 7. The running time for comparing each pair varies from 0.1 second to 10 seconds depending on protein size and number of AFPs of two structures.

To test quality of the presented method, we first applied the method to align a set of protein pairs that is described as ‘difficult’ alignment in the literature [21]. The results are compared with three rigid alignment programs including DALI [3], VAST [22], and CE [5] and represented in Table III. The method uses topology string alignment of secondary structure elements to achieve an initial overlap between two structures. In the second phase, a step-by-step algorithm is used to create the alignment. Based on the assessment on a dataset of proteins with macromolecular motions, it is demonstrated that the method has high efficiency in comparison with the other similar methods.

### IV. CONCLUSION

A flexible protein structure alignment method was introduced in this paper. The method uses topology string alignment of secondary structure elements to achieve an initial overlap between two structures. In the second phase, a step-by-step algorithm is used to create the alignment. Based on the assessment on a dataset of proteins with macromolecular motions, it is demonstrated that the method has high efficiency in comparison with the other similar methods.

### TABLE III: COMPARING STRUCTURE ALIGNMENT RESULTS OF 10 ‘DIFFICULT’ PAIRS OF STRUCTURES FROM FISCHER DATASET BY DIFFERENT METHODS

<table>
<thead>
<tr>
<th>Protein 1</th>
<th>Protein 2</th>
<th>VAST Length</th>
<th>DALI Length</th>
<th>CE Length</th>
<th>Our method Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1fxiA</td>
<td>1ubq</td>
<td>48</td>
<td>2.1</td>
<td>-</td>
<td>54</td>
</tr>
<tr>
<td>1en</td>
<td>3sdhB</td>
<td>78</td>
<td>1.6</td>
<td>86</td>
<td>1.9</td>
</tr>
<tr>
<td>3nlaB</td>
<td>2he</td>
<td>-</td>
<td>-</td>
<td>63</td>
<td>2.5</td>
</tr>
<tr>
<td>2azaA</td>
<td>1paz</td>
<td>74</td>
<td>2.2</td>
<td>-</td>
<td>85</td>
</tr>
<tr>
<td>1cewI</td>
<td>1molA</td>
<td>71</td>
<td>1.9</td>
<td>81</td>
<td>2.3</td>
</tr>
<tr>
<td>1cid</td>
<td>2he</td>
<td>85</td>
<td>2.2</td>
<td>95</td>
<td>3.3</td>
</tr>
<tr>
<td>1cr1</td>
<td>1ede</td>
<td>-</td>
<td>-</td>
<td>211</td>
<td>3.4</td>
</tr>
<tr>
<td>2sm</td>
<td>1asbA</td>
<td>284</td>
<td>3.8</td>
<td>286</td>
<td>3.8</td>
</tr>
<tr>
<td>1bgeB</td>
<td>2gmfA</td>
<td>74</td>
<td>2.5</td>
<td>98</td>
<td>3.5</td>
</tr>
<tr>
<td>1tie</td>
<td>4gf</td>
<td>82</td>
<td>1.7</td>
<td>108</td>
<td>2.0</td>
</tr>
</tbody>
</table>

### TABLE IV: COMPARING ALIGNMENT RESULTS OF OUR METHOD WITH THE RESULTS OF FLEXPROT, FATCAT, AND FLEXSNAP METHODS

<table>
<thead>
<tr>
<th>Protein 1</th>
<th>Protein 2</th>
<th>FlexProt Length</th>
<th>FLEXCAT Length</th>
<th>FlexSnap Length</th>
<th>Our method Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1wdnA (223)</td>
<td>1gggA (220)</td>
<td>218</td>
<td>1.09</td>
<td>220</td>
<td>1.01</td>
</tr>
<tr>
<td>1nkbB (238)</td>
<td>1gggA (220)</td>
<td>220</td>
<td>2.34</td>
<td>213</td>
<td>1.59</td>
</tr>
<tr>
<td>2bmmA (148)</td>
<td>1c1l (144)</td>
<td>139</td>
<td>2.22</td>
<td>144</td>
<td>2.28</td>
</tr>
<tr>
<td>2bmmA (148)</td>
<td>1top (162)</td>
<td>147</td>
<td>2.40</td>
<td>145</td>
<td>2.28</td>
</tr>
<tr>
<td>1akeA (214)</td>
<td>2ak3A (226)</td>
<td>200</td>
<td>2.44</td>
<td>202</td>
<td>1.54</td>
</tr>
<tr>
<td>2ak3A (226)</td>
<td>1ake (193)</td>
<td>182</td>
<td>2.90</td>
<td>188</td>
<td>2.97</td>
</tr>
<tr>
<td>1ncl (220)</td>
<td>4fbl (219)</td>
<td>218</td>
<td>1.93</td>
<td>217</td>
<td>1.40</td>
</tr>
<tr>
<td>1ncl (220)</td>
<td>1trB (237)</td>
<td>212</td>
<td>2.33</td>
<td>213</td>
<td>2.20</td>
</tr>
<tr>
<td>1lh (691)</td>
<td>1lg (691)</td>
<td>691</td>
<td>1.41</td>
<td>686</td>
<td>0.89</td>
</tr>
<tr>
<td>1lf (691)</td>
<td>1lh (691)</td>
<td>291</td>
<td>1.98</td>
<td>290</td>
<td>1.37</td>
</tr>
<tr>
<td>1bmA (91)</td>
<td>1danl (142)</td>
<td>75</td>
<td>2.78</td>
<td>180</td>
<td>2.39</td>
</tr>
<tr>
<td>1gq6A (641)</td>
<td>1adj (420)</td>
<td>323</td>
<td>4.43</td>
<td>351</td>
<td>2.68</td>
</tr>
<tr>
<td>2clrA (275)</td>
<td>3fruA (269)</td>
<td>253</td>
<td>2.71</td>
<td>245</td>
<td>3.06</td>
</tr>
<tr>
<td>1fmk (438)</td>
<td>1qea (450)</td>
<td>424</td>
<td>1.25</td>
<td>433</td>
<td>2.27</td>
</tr>
<tr>
<td>1fmk (438)</td>
<td>1ka (321)</td>
<td>231</td>
<td>3.28</td>
<td>238</td>
<td>3.07</td>
</tr>
<tr>
<td>1aw2A (194)</td>
<td>1wgc (191)</td>
<td>163</td>
<td>2.75</td>
<td>153</td>
<td>3.16</td>
</tr>
</tbody>
</table>
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